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Abstract
The effect of the ion size on the charge reversal process is studied via canonical Monte Carlo
simulation. To this end, a primitive model of electrolyte is used to analyze the electric double
layer formed by an asymmetric electrolyte in the presence of a charged planar wall. Different
values of ion diameters and surface charge densities are used so as to determine the conditions
at which the charge reversal first occurs. For each case, the apparent surface charge density is
calculated as a function of the distance from the charged wall for the different electrolyte
concentrations in order to establish the minimal salt concentration required for the charge
reversal. We will refer to this electrolyte concentration as the reversal concentration and will
show how it depends on the surface charge density and on the ion size. From the apparent
surface charge density profiles, the distance from the wall at which the charge reversal arises as
well as its intensity can be also inferred.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The ion distribution around a charged surface immersed in an
electrolytic solution is termed an electric double layer (EDL).
Obviously, these ionic structures govern the electrostatic
interactions of the charged particles and therefore they play
an essential role in the stability and electrokinetic behavior
of colloidal dispersions. As a consequence, it is of crucial
importance to choose an appropriate model to describe such
ion distribution. According to Grochowski and Trylska, the
EDL models are classified into two groups: explicit solvent
models and implicit solvent models [1]. In the former the
solvent molecules are explicitly considered, thus an enormous
number of computational calculations are required to model the
electrostatic interactions. In contrast, implicit solvent models
use a mean field approach to treat the solution as a continuum
where the ions are immersed. This is the case of the classical
Gouy–Chapman (GC) model, in which the colloidal particles
are smooth and uniformly charged planes immersed in a
dielectric continuum comprised of mobile ions. Although this

3 Author to whom any correspondence should be addressed.

model has been extensively used to describe the colloidal EDL,
its applicability is restricted to systems where the concentration
of (mostly monovalent) electrolyte and the surface charge
are low. Apart from these situations, the theory is defective
mainly because it is based on the conventional Poisson–
Boltzmann (PB) equation in which the ions are considered as
point charges. Failures of the classical approach have been
corroborated by a large variety of simulations and sophisticated
models in which the ion size has been implemented in different
ways (see the revision works [1–6]). The overlooking of the
phenomenon generally known as charge reversal is probably
one of the most representative examples of the breakdown
of the classical approach. Charge reversal is referred as
the excessive compensation of the native colloidal charge,
prompted by strongly attracted counterions, leading to an
effective macroparticle charge of reversed sign [7]. In the last
decades this phenomenon has become particularly important
because it is responsible for a number of phase transitions in
biocolloidal systems involving DNA [8–10]. As a consequence
of its importance, charge reversal has recently captured the
attention of numerous theoretical scientists interested in the
origin of such an effect. According to Pianegonda et al, the
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clue to the mechanism of charge reversal is that the PB equation
fails to account for its existence [11]. Since this mean field
theory neglects the ion correlations derived from their finite
size, such correlations could be responsible (at least partly) for
the charge reversal. Thus a vast number of theories that take
into account ionic correlations have been recently developed
to establish the mechanism of charge reversal. For instance,
many works have been devoted to modify the PB equation in
order to include the finite ion size in the calculations ([1, 12]
and references cited therein). Alternatively, theories based on
integral equations [4, 7], field-theoretic approaches [13, 14],
density functional theories [15, 16], and one component plasma
(OCP) models have been also put forward to describe the
colloidal charge reversal [3, 11, 17]. Unfortunately, none of
the theories can fully account for the experimental findings
(see for instance [18]). Moreover, neither are all the models
analytical nor do they agree in their conclusions. In view of
this, computer simulations are frequently used to study the
validity of the theoretical models and they have even been used
as alternative methods to the theoretical models [16, 19–33].

On the other hand, due to the increasing interest of
experimentalists in using the charge reversal theories with
analytical solutions, the OCP models developed by Shklovskii,
Levin and their respective co-workers appear as the most
popular theories [3, 11, 17]. According to such approaches,
the multivalent ionic atmosphere confined at the macroion
surface is approximated by a two-dimensional Wigner crystal
(WC). This kind of model is widely used in the literature
since they present quite simple equations to describe the EDL
of macroions with different geometries in the presence of
multivalent ions. In this sense, charge reversal of colloids,
membranes, DNA molecules, etc, are straightforwardly
predicted in terms of these expressions [10, 34, 35]. Although
under certain conditions (such as the case of a mixture of
electrolytes) simulations and theories do not always agree, the
predictions obtained from these models in the strong-coupling
regime are in general consistent with simulations [29, 32]. In
this regime, the intensity of the ionic electrostatic correlations
is strong enough to form WC-like structures. This situation
occurs for large values of the so-called coupling parameter, �,
that strongly depends on the colloidal charge [29].

Although the OCP models could successfully describe the
mechanism for charge reversal in the strong-coupling limit
(� � 1), the situation is not so clear for weak electrostatic
coupling. For this reason, the role of ion size in this
phenomenon has been extensively studied from simulations in
many of our previous works [18, 23, 24, 28, 33, 36]. Recently,
Diehl and Levin have also studied the effect of ion size on the
critical colloidal surface charge density (σc) at which charge
reversal first appears via MC simulations [37]. These authors
calculated the ζ -potential as a function of the surface charge
density (σ0) for a high concentration of 3:1 electrolyte (0.1 M)
in order to predict the value of σ0 at which the electrophoretic
mobility reversal first takes place. They proved that this critical
value depends strongly on the ionic size and showed how σc

depends on the salt concentration for two electrolytes, 3:1 and
2:1, by using as ionic radii (a) 0.2 and 0.3 nm, respectively. In
general, σc exhibited an inflection point, which is a function of

the salt concentration. The maximum value of σ0 studied was
0.08 C m−2. In any case it should be stressed that these authors
calculated the ζ -potential at a distance of one ionic diameter
from the surface (instead of an ionic radius), which had been
justified in a previous work [38]. According to Diehl and
Levin, the traditional location of the shear plane has a serious
shortcoming that is overcome with this assumption: the ζ -
potential strongly depends on any small perturbation since the
variation of the electrostatic potential is very rapid at distances
of about one ionic radius.

In the same spirit, we have made a systematic study of
the minimal 3:1 salt concentration at which charge reversal
first occurs (reversal concentration), for different ionic radii
and σ0 values. To this end, we simulate a planar EDL by
using a restrictive primitive model of electrolyte. In particular,
given a value of σ0 and a, our simulations provide an apparent
surface charge density as a function of the distance from the
charged wall for different electrolyte concentrations. From
these profiles, the reversal concentrations are estimated for
each case. Similarly to the work of Diehl and Levin, the effect
of the ionic size on charge reversal is studied. However, some
differences must be also stressed.

(i) Our results are expressed in terms of a critical electrolyte
concentration instead of a critical surface charge density
reversal.

(ii) Our estimates of the reversal concentrations are based on
the profiles of the apparent surface charge density (defined
later) instead of the change of sign of the ζ -potential. In
this way, such values do not depend on the location of the
shear plane and this long-standing question is avoided (as
well as the inconveniences of the rapid variation of the
electrostatic potential near the charged surface).

(iii) We use ranges of σ0 and a larger than those employed
by the cited work. In particular, the maximum value of
σ0 studied is (in magnitude) 0.14 C m−2, whereas the
ionic radii chosen are 0.2 and 0.4 nm. In our opinion,
these conditions are more consistent with the experimental
conditions studied in our previous works [18, 39] and the
hydrated ion sizes found in the scientific literature [40].

2. Model and simulations

Our simulations have been carried out in the framework of the
restricted primitive model, in which small ions are treated as
charged hard spheres of the same size immersed in a dielectric
continuum (water at 298 K in this case). According to this EDL
representation, the interaction energy between ions i and j is
given by

u(�ri j ) =

⎧
⎪⎨

⎪⎩

Zi Z j e2

4πε0εrri j
ri j � d

∞ ri j < d

(1)

where d = 2a is the hydrated ion diameter, ε0 is the
permittivity of vacuum, εr = 78.5 is the relative permittivity,
�ri j is the relative position vector and ri j = |�ri j | is the distance
between ions i and j . Restricting ourselves to the case of a
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planar EDL, a uniformly charged plane wall is located at z = 0.
Another impenetrable wall without charge is placed at z = L.
The interaction energy of ion i with the charged wall is given
by

u(�ri ) =
⎧
⎨

⎩

−σ0 Zi ezi

2ε0εr
zi � d/2

∞ zi < d/2
(2)

where zi is the z-coordinate of particle i and σ0 is the surface
charge density of the charged wall.

Some technical aspects of the computer simulations for
a planar EDL in the presence of a charged wall deserve to
be briefly commented on. The Metropolis algorithm was
applied to a canonical ensemble for a collection of N ions
confined in a rectangular prism (simulation cell) at constant
temperature, whose dimensions are W × W × L. Periodic
boundary conditions were used in the lateral directions (x and
y). The simulation cell contains the ionic electrolyte mixture
corresponding to the bulk solution within a counterion excess
neutralizing the surface charge of the charged wall to ensure the
whole simulation cell is always neutral. Moreover, the systems
were always thermalized before collecting data for averaging
and the acceptance ratio was kept between 0.3 and 0.5. Due
to the long range of the electrostatic interactions, the energy
must be evaluated very carefully. In this work, the so-called
Lekner–Sperb method was applied (see [18, 23, 24, 29, 33, 36]
for further details). The values of W , L and N are quite similar
to those employed in previous papers where the Lekner–Sperb
method was also used.

In this work we will restrict ourselves, as a preliminary
survey, to the case of electrolytes with trivalent counterions
and monovalent coions (3:1), since these electrolytes have
been widely investigated both theoretical and experimentally.
On one hand, according to the OCP models the electrostatic
interactions between trivalent counterions are strong enough
to form a strong correlated structure liquid on the macroion
surface, which would justify the appearance of charge reversal
in these systems [3, 11, 17]. On the other hand, mobility
reversals have been reported for four decades in the presence
of 3:1 electrolytes [18, 41, 42].

3. Results and discussion

Nowadays it is widely known that the charge reversal can
be revealed through different physical properties. In most of
our previous works, we have focused on the diffuse potential
because this quantity is intimately related to measurable
electrokinetic properties, such as the electrophoretic mobility
(μe) [18, 23, 24, 28, 33, 36]. Both ψd and μe undergo sign
reversals that are somehow associated with the phenomenon
of charge reversal. Due to its definition, however, the diffuse
potential is strongly influenced by ion size. This might be
a serious shortcoming to discriminate ion size correlations
from other size effects when two or more series of data
corresponding to different ionic diameters are compared.

For this reason (and other advantages previously
commented on), the effect of ion size on charge reversal
will be analyzed in this work from another physical quantity,

Figure 1. Integrated surface charge density, σ(z), for
σ0 = −0.02 C m−2 and (a) d = 0.8 nm and 3:1 electrolyte
concentrations of 5, 10, 20, 40, 80 and 120 mM; (b) d = 0.4 nm and
the same electrolyte concentrations. The electrolyte concentration
increases from bottom to top (see the arrow).

the apparent surface charge density, which is mathematically
defined as follows:

σ(z) = σ0 +
∫ z

0

∑

i

ρi (z) dz (3)

where ρi is the local concentration of species i . σ(z) plays
a fundamental role in the EDL theory and represents the
total (or integrated) charge in a column of liquid of unit
cross section extending from the surface to a plane located
at z [43]. In other words, σ(z) is the surface charge density
seen from a distance z to the charged surface. This or
similar definitions have been employed in previous studies of
charge reversal [44–46]. In any case, the definition of σ(z) is
obviously based on the concept of charge and does not involve
ion size directly. Consequently, the variations observed in
changing the ionic diameter can be unequivocally attributed to
ion size correlations.

First, we will discuss the results corresponding to a surface
charge density σ0 = −0.02 C m−2 and an ionic diameter
of 0.8 nm. In figure 1(a), we have plotted this function for
different 3:1 electrolyte concentrations. For 5 and 10 mM,
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σ(z) is clearly a monotonic function, whose absolute value
decreases from −σ0 (at the outer Helmholtz plane) to 0
(at the bulk of the solution). Mathematically speaking, the
monotony is a well established feature in the PB description
of the EDL since other properties are also characterized by
a monotonic behavior in such an approach, such as the ionic
profiles or the electrostatic potential [4]. However, for higher
salt concentrations, the monotonicity of σ(z) disappears. For
20 mM, this function seems to show small positive values.
This behavior is clearly observed for 40 mM. What is more,
σ(z) now exhibits a maximum around z ≈ 3d , which is a
clear signal of charge reversal. These two features (positive
values for a negatively charged surface and maximum) are
confirmed and perfectly observed for 80 mM. In fact, the
maximum tends to be more pronounced with increasing salt
amount. In any case, one could think that the integrated charge
changes its behavior (from monotonic to non-monotonic) at a
salt concentration between 10 and 20 mM (let us say 15 mM).
In other words, for σ0 = −0.02 C m−2, the estimated reversal
concentration is around 15 mM. In fact, we will define this
property as the minimal salt concentration from which σ(z) is
no longer monotonic but exhibits a maximum (with positive
values). Mathematically these features can be revealed from
changes of sign in the first derivative of this function. In any
case, the value of the reversal concentration will be affected
by some uncertainty. Among its sources we mention the
statistical fluctuations associated with MC samplings, which
can be significant in some cases (as will be illustrated below).

Now we will discuss the results on σ(z) for the same
surface charge density but a smaller ionic diameter: d =
0.4 nm. According to previous studies, this diameter is rather
small for hydrated trivalent cations. However, the influence
of ionic size can be elucidated more easily comparing results
for two (or even more) different ion diameters. In figure 1(b),
σ(z) is again plotted for σ0 = −0.02 C m−2, but now with
d = 0.4 nm. The comparison between figures 1(a) and (b)
reveals a nontrivial difference in the evolution of σ(z) with
increasing 3:1 electrolyte concentration: the integrated charge
does not exhibit a clear maximum with increasing salt amount
even up to 120 mM, which represents a high ionic strength for
3:1 electrolytes. In fact, it is not easy to explore much larger
salt concentrations in MC simulations. Thus one can only
conclude that, if the reversal concentration for 0.4 nm exists,
it must be appreciably larger than that obtained for 0.8 nm.

This suggests that, even dealing with trivalent counterions,
ion size correlations play an important role in the mechanism
of charge reversal if the surface charge density is small.
Some authors claim that large surface charge densities enhance
electrostatic correlations [3, 17]. In principle, this is logical
from a theoretical viewpoint since multivalent counterions
in the vicinity of the charged macroion could pack more
closely and would enhance electrostatic correlations between
them. This aspect can also be discussed with the help of the
electrostatic-coupling parameter (for Z -ions), which is defined
by Pianegonda et al by [11]

� = Z 2lB/2R (4)

where lB is the so-called Bjerrum length and 2R is the average
separation between multivalent counterions on the macroion

Figure 2. Integrated surface charge density, σ(z), for
σ0 = −0.05 C m−2 and (a) d = 0.8 nm and 3:1 electrolyte
concentrations of 1, 4, 8, 15 and 30 mM; (b) d = 0.4 nm and the
same electrolyte concentrations. The electrolyte concentration
increases from bottom to top (see the arrow).

surface, which can be estimated as 2R = 2
√

Ze/π |σ0|. It
should be kept in mind that this definition differs by a factor
of 1/2 from that used by Grosberg et al [17]. For trivalent
ions and σ0 = −0.02 C m−2, � ≈ 1.2, which is just slightly
larger than 1. Consequently, the electrostatic coupling is too
weak and would not contribute to charge reversal significantly.
However, strong electrostatic correlations are not the only
mechanism for this phenomenon. For monovalent ions recent
studies have proved that hydrophobic interactions and ionic
dispersion forces can induce mobility and diffuse potential
reversals [36, 47]. In addition, some authors have reported
charge reversal for monovalent ions (and low surface charge
density) from simulations [45, 46]. Consequently, the reversal
revealed in figure 1(a) for σ0 = −0.02 C m−2 (and d =
0.8 nm) could be mostly attributed to ion size correlations. In
reducing the ionic diameter (d = 0.4 nm, figure 1(b)) neither
size correlations nor electrostatic interactions would be strong
enough to induce reversal.

Now, we will consider the case of a system with a
slightly larger surface charge density. In figure 2(a) some
σ(z) functions corresponding to a surface charge density σ0 =
−0.05 C m−2, d = 0.8 nm and different salt concentrations
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Figure 3. Integrated surface charge density, σ(z), for
σ0 = −0.09 C m−2 and (a) d = 0.8 nm and 3:1 electrolyte
concentrations of 1, 3 and 8 mM; (b) d = 0.4 nm and 3:1 electrolyte
concentrations of 1, 2, 4 and 8 mM. The electrolyte concentration
increases from bottom to top (see the arrow).

are plotted. As can be concluded, the transition to the
charge reversal regime is now more evident. In any case, we
can also obtain an estimate of the reversal concentration for
−0.05 C m−2 from figure 2(a). σ(z) is not monotonic for salt
concentrations larger than 4 mM. Consequently, the reversal
concentration should be around this value.

In figure 2(b), the evolution of σ(z) with increasing salt
concentration is plotted for σ0 = −0.05 C m−2 and d =
0.4 nm. There are two features of this figure that deserve
some comments. On the one hand, we conclude after detailed
inspection that the reversal concentration is around 8 mM,
since larger salt concentrations are required for non-monotonic
σ(z) functions. This value is a bit larger than that obtained for
0.8 nm. On the other hand, it is worth comparing the maxima
of σ(z) at 30 mM for d = 0.8 and 0.4 nm (figures 2(a) and (b),
respectively). As can be easily inferred, the maximum obtained
for 0.8 nm is more pronounced than that observed for 0.4 nm.
The same conclusion is valid for 15 mM. These differences
between both figures can be unequivocally attributed to ion
size correlations. Their effect is also important for σ0 =
−0.05 C m−2, although it is much more crucial for σ0 =
−0.02 C m−2, as discussed earlier.

Figure 4. Integrated surface charge density, σ(z), for
σ0 = −0.11 C m−2 and (a) d = 0.8 nm and 3:1 electrolyte
concentrations of 0.5, 1 and 2 mM; (b) d = 0.4 nm and the same
electrolyte concentrations. The electrolyte concentration increases
from bottom to top (see the arrow).

Again, the analysis in terms of � can also shed light on
this matter. Although their definition of charge reversal is not
the same as that applied here, Pianegonda et al state that, for
trivalent ions and d = 0.4 nm, the reversal will take place if and
only if� > 1.95 [11]. For σ0 = −0.05 C m−2, � ≈ 1.9, which
is just of this order. Our results are in agreement with these
calculations since charge reversal is found for −0.05 C m−2

but not for −0.02 C m−2, as mentioned before.
The results corresponding to σ0 = −0.08 C m−2 are

shown in figures 3(a) and (b) (d = 0.8 and 0.4 nm,
respectively). The differences between them have become
minor and the estimates of reversal concentration are quite
similar (2 and 3 mM for 0.8 and 0.4 nm, respectively). This
obviously suggests that, for this surface charge density, ion size
correlations are not the dominant driving force for the charge
reversal observed in σ(z).

Following this procedure, we can obtain estimates of
reversal concentrations for other surface charge densities. In
figures 4 and 5, the σ(z) functions for a few 3:1 electrolyte
concentrations around the reversal point are plotted for σ0 =
−0.11 and −0.14 C m−2, respectively, and for the ionic
diameters previously studied: 0.8 and 0.4 nm ((a) and (b)
in each figure). As can be concluded, the results obtained
for the two ion sizes are very similar. In fact, the estimated
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Figure 5. Integrated surface charge density, σ(z), for
σ0 = −0.14 C m−2 and (a) d = 0.8 nm and 3:1 electrolyte
concentrations of 0.5, 1 and 2 mM; (b) d = 0.4 nm and 3:1
electrolyte concentrations of 0.4, 0.5, 1 and 2 mM. The electrolyte
concentration increases from bottom to top (see the arrow).

reversal concentrations are identical (within the computational
uncertainty).

In figure 6, we have summarized all these results plotting
the reversal concentration as a function of the surface charge
density. As can be seen, the reversal concentration decreases
with the absolute value of σ0. This is just what the charge
reversal models based on strong electrostatic correlations
predict. In any case, the differences between these two sizes
are important for small surface charge densities but become
almost non-existent with increasing this parameter.

Finally it is worth comparing with the inversion curve
reported by Diehl and Levin (critical charge density as a
function of the salt concentration). These authors concluded
that the ion size has a considerable effect on this curve, which
apparently disagrees with our results. However, one should
bear in mind that they estimated σc from the ζ -potential,
whose definition straightforwardly involves the ionic size. In
other words, in modifying the ionic size, the zeta potential is
evaluated at different positions. Thus this property will change
regardless of ion size correlations. In fact, the change in ζ due
to being evaluated at different positions could be considerably
larger than the change associated with ion size correlations and,
in any case, one might hardly discriminate these two effects.

Figure 6. Approximate reversal concentration as a function of the
surface charge density for d = 0.4 nm (squares) and d = 0.8 nm
(circles).

In addition, their study is restricted to |σ0| < 0.08 C m−2 [37].
For such range we have also reported some differences between
the results obtained for the two ionic radii studied.

4. Conclusions

In this work we have investigated the effect of ion size
correlations on charge reversal (in presence of 3:1 electrolytes)
characterizing this phenomenon through the change of
behavior of the integrated charge. Our simulations reveal
that the strong electrostatic correlations are the dominant
mechanism of charge reversal in the case of moderate and large
surface charge densities. However, ion size correlations can
become crucial at low surface charge densities.
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Travesset A and Hidalgo-Álvarez R 2009 Soft Matter
5 1350

7

http://dx.doi.org/10.1016/j.colsurfa.2006.06.043
http://dx.doi.org/10.1063/1.1949168
http://dx.doi.org/10.1063/1.1993558
http://dx.doi.org/10.1038/nphys697
http://dx.doi.org/10.1209/epl/i2005-10150-y
http://dx.doi.org/10.1016/j.jcis.2008.11.059
http://dx.doi.org/10.1007/s101890050008
http://dx.doi.org/10.1063/1.1676121
http://dx.doi.org/10.1088/0953-8984/17/42/002
http://dx.doi.org/10.1103/RevModPhys.74.329
http://dx.doi.org/10.1016/j.colsurfa.2007.09.041
http://dx.doi.org/10.1021/la9802872
http://dx.doi.org/10.1063/1.1464826
http://dx.doi.org/10.1021/jp0473873
http://dx.doi.org/10.1039/b316098j
http://dx.doi.org/10.1063/1.1798932
http://dx.doi.org/10.1021/la0505925
http://dx.doi.org/10.1063/1.1850453
http://dx.doi.org/10.1063/1.1992484
http://dx.doi.org/10.1063/1.2238869
http://dx.doi.org/10.1021/jp053970n
http://dx.doi.org/10.1063/1.2357945
http://dx.doi.org/10.1021/jp057096+
http://dx.doi.org/10.1021/jp073703c
http://dx.doi.org/10.1140/epje/i2007-10260-x
http://dx.doi.org/10.1039/b811928g
http://dx.doi.org/10.1063/1.1781112
http://dx.doi.org/10.1103/PhysRevE.72.061501
http://dx.doi.org/10.1021/jp8019792
http://dx.doi.org/10.1063/1.2982163
http://dx.doi.org/10.1063/1.2222372
http://dx.doi.org/10.1016/S0927-7757(03)00254-1
http://dx.doi.org/10.1016/0021-9797(68)90278-6
http://dx.doi.org/10.1016/0166-6622(90)80194-9
http://dx.doi.org/10.1021/cr60130a002
http://dx.doi.org/10.1021/jp010861+
http://dx.doi.org/10.1209/epl/i2002-00275-y
http://dx.doi.org/10.1063/1.2741520
http://dx.doi.org/10.1039/b820489f

	1. Introduction
	2. Model and simulations
	3. Results and discussion
	4. Conclusions
	Acknowledgments
	References

